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Abstract 

Building on recent developments, we compare performance of two distinct protocols, namely SMD-

mPW1PW91/6-311+G(2d,p) and CPCM-OLYP/pcSseg-2, for the computation of 15N chemical shifts of 

nitrogenated aromatic compounds. The latter shows best overall performance (MAD 5.3 ppm) albeit results in 

chloroform favors the former.  
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Introduction 

 

Nuclear magnetic resonance is an essential spectroscopy method in organic chemistry with applications 

ranging from structure elucidation of complex natural products to routine characterizations in the organic 

synthesis lab. Quantum chemistry calculations of NMR spectral parameters such as chemical shifts or coupling 

constants have been widely used as an ancillary tool to correlate experimental data to the correct structure or 

deriving additional information e.g. conformation, which is not readily available otherwise.1−3  

A number of chemical elements have been subjected to NMR computational studies in direct 

applications or method development.4−9 In both cases, density functional theory (DFT) has been the method of 

choice for its cost-benefit compromise producing convincing results to molecules of interest in organic 

chemistry. However, there is an overwhelming number of density functionals currently available to choose 

from, which could be applied to a given problem.10 Assessing the performance of density functionals available 

including newly developed represents a continuous effort towards increasingly accurate results.  

Nitrogen is present in a multitude of bioactive natural products (e.g. alkaloids), nucleotides and various 

heterocycles of considerable importance to the pharmaceutical industry. After 1H and 13C atoms, nitrogen as 
15N, which is the important nucleus, is probably next in relevance to NMR applications in organic chemistry.11 

Differently from 1H and 13C, however, the lone pair present in the case of nitrogen is highly sensitive to its 

orientation in the surrounding environment and influenced by inter- and intramolecular interactions, which 

markedly impact resulting chemical shifts in the spectra. Moreover, chemical shifts for 15N spans over the wide 

range of over 900 ppm. Of interest to organic chemists, it spreads over a 400−500-ppm window, which is twice 

larger than 13C.12 

Over the last decade or so, there have been important developments on quantum chemistry predictions 

of 15N chemical shifts.11,13−17 However, efficient and accurate protocols on pair to those available for 1H and 13C 

are still missing. In the present work, we focus on the class of nitrogenated aromatic compounds, which 

provides a suitably rigid set of compounds and chemical shifts distributed over a significant range. The present 

study builds on protocols from recent literature introducing adjustments, which should encourage broader 

application while also providing reasonably accurate results for the class. We also take note of distinct effects 

implicit solvation models may have on chemical shift predictions according to the polarity of solvents.  

 

 

Results and Discussion 
 

The dataset comprises of 23 aromatic compounds containing 1−4 nitrogen atoms in the same molecule, and 

amounting to a total of 40 individual chemical shifts distributed over ca. 265 (-222 to 42) ppm recorded in 3 of 

the most common solvents in use in NMR spectroscopy (acetone, chloroform and dimethyl sulfoxide). The 

selected aromatic compounds represent a variety of chemical environments for nitrogen atoms (Figure 1).  

The selection forms a subset of a previous study on the prediction of 15N chemical shifts in which 

geometries were optimized at the MP2/aug-cc-pVTZ level of theory.13 Herein we make use of these structures 

to compare two distinct protocols chosen from recent studies. In both cases, the gauge-independent atomic 

orbital approach (GIAO)18 was used to compute 15N isotropic shielding constants. Methods differs in density 

functional, basis set and solvation method applied.  

For the first method, Gao and co-workers14 developed scaling factors correlating experimental 15N 

chemical shifts and computed isotropic shielding constants in chloroform and dimethyl sulfoxide. Out of a 

handful methods investigated using GIAO and the solvation model based on density (SMD),19 best results were 



Arkivoc 2020, ii, 113-122   de Oliveira, M. T. et al. 

 

 Page 115  ©AUTHOR(S) 

obtained with the hybrid density functional mPW1PW9120,21 in conjugation with the triple- basis set 6-

311+G(2d,p), which is referred to as Method 1 for short.  

 

Chloroform 

 
 

Dimethyl sulfoxide 

 
 

Acetone 

 
 

 

Figure 1. Experimental 15N chemical shifts for aromatic nitrogenated compounds. 

 

For the second method in this exercise, we aimed to apply the DFT protocol used by Semenov and co-

workers.13 Their contribution evaluated coupled cluster singles and doubles (CCSD), Møller-Plesset 

perturbation theory (MP2) and DFT protocols to compute isotropic shifts. In all cases, the conductor-like 

polarizable model (CPCM) was applied to account for solvent corrections.22,23 A composite method 

approximation (CMA)24 with Jensen’s triple (pcSseg-2) and quintuple- (aug-pcSseg-4) basis sets was used.25 In 

view of the performance obtained, we applied the generalized gradient approximation (GGA) functional OLYP, 

which is a combination of the  Handy and Cohen’s hybrid functional (OPTX)26 and Lee, Yang and Parr’s 

correlation functional (LYP).27 In all fairness of comparison, however, we have opted to use the triple- basis 

set pcSseg-2 as such allowing prompt access through different quantum chemistry codes. 

Calculated isotropic shielding constants were converted to chemical shifts following two approaches. We 

used a reference compound, nitromethane, which is the experimental standard for 15N according to IUPAC 

guidelines,28 and a linear regression correlating experimental chemical shifts and calculated isotropic shielding 

constants producing scaled values. The latter allows error cancelation in cases including when various 

reference compounds are present in the dataset compiled or multiple solvents are used.   

Both methods investigated for the series of compounds display high values of R2, 0.9872 and 0.9907, 

respectively, which indicates a tight correlation and very little random error (Figure 2), and in agreement with 

the general recommendation (1.00±0.05).3 Therefore, equations derived from the linearization could be 

applied to predict isotropic shielding values for similar compounds and computed at the same level of theory 
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to produce results with reduced systematic errors. Such fitted empirical scaling factors are available from 

various sources.29 

 

 
 

Figure 2. Linear correlation between experimental chemical shifts and calculated isotropic shielding constants. 

Left: Method 1, SMD-mPW1PW91/6-311+G(2d,p); Right: Method2, CPCM-OLYP/pcSseg-2. 

 

Application of Method 1, SMD-mPW1PW91/6-311+G(d,p), leads to a mean absolute deviation (MAD) of 

17.5 ppm (Figure 3a) and maximum deviation on 15N chemical shift of 31.4 ppm (Table S2). Application of the 

scaling factor obtained, ‘y= -1.0303x – 152.85’, produces substantial reduction in both values. Mean absolute 

deviation (MAD) drops to 7.3 ppm and maximum deviation decreases to 20.8 ppm (Figure 3b, Table S3). We 

proceeded to Method 2, CPCM-OLYP/pcSseg-2, to evaluate the same parameters. Unscaled MAD value was 

lower at 13.8 ppm while maximum error remained essentially unchanged (31.3 ppm). These values improve 

considerably when the developed fitted scaling equation (y=-1.0067x – 152.18) is applied. For the same 

method, scaled MAD went down by ca. 30% to 5.3 ppm (Figure 3a) and maximum deviation was 14.0 ppm 

(Table S4).  

 

y	=	-1.0303x	– 152.85
R2=	0.9872	

y	=	-1.0067x	– 152.18
R2=	0.9907
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Figure 3. Performance comparison of methods 1 and 2. (a) MAD values. Unscaled (left) and scaled after 

normalization (right); (b) MAD for all 15N atoms in the dataset showing maximum for each method; (c) analysis 

of frequency each method yields best prediction. Method 1 (blue), Method 2 (green). 

 

Comparison of scaled values for both methods shows that scaled MAD for Method 2 has best overall 

predictions of 15N chemical shifts for the class of aromatic nitrogenated compounds outperforming Method 1 

(MADscaled 7.3 ppm) by about 27%. Moreover, Method 2 shows best prediction values for 58% of the dataset 

(Figure 3c). Although there are peaks showing deviations above 10 ppm (Figure 3B), the obtained MADscaled for 

Method 2 (5.3 ppm) represents an error of only 2% for the covered range (ca. 265 ppm) in the dataset, which 

is a promising result pointing towards the desired target error ≤1% for accurate chemical shift prediction.  

Methods 1 and 2 differ in diverse aspects and we are currently looking into the impact of basis sets, 

density functionals and solvation methods on the 15N chemical shift predictions. Further results should be 

published in the due course. Herein, we also analyzed the performance of both methods for the solvents 

under consideration. In doing so, we obtained correlations for each solvent for methods 1 and 2. For acetone 

and dimethyl sulfoxide, methods reproduced the general trend with CPCM-OLYP/psSeg-2 (Method 2) 

presenting lower deviations (Figure 4a). Interestingly, the tendency was reversed in chloroform with SMD-

mPW1PW91/6-311+G(2d,p) being by far superior (MADscaled = 6.0 ppm). Inspection of individual deviations 

after considering scaling factors taking into account each solvent separately reveals a striking difference for 

method 2 in chloroform (Figure 4b, area in salmon red).  
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Figure 4. Method performance according to solvent. (a) MAD in various solvents; (b) MAD for all 15N atoms in 

the dataset separated by solvent. Method 1 (blue), Method 2 (green). 

 

That solvent may have a significant impact on 15N chemical shifts is well documented, particularly when 

intra- or intermolecular interactions are present.30 For this element, the solvent effect in the context of NMR 

studies has also been investigated computationally.31–33 Gao and co-workers14, who applied method 1 

previously, noticed that scaling factors afforded better 15N chemical shift prediction in chloroform than in 

dimethyl sulfoxide.14 By using two distinct methods differing in various parameters including solvation model 

used (CPCM versus SMD), we note that predictions in chloroform are far better when method 1 is applied. 

While the influence of density functionals and basis sets used in the methods cannot be ruled out, it is likely 

that solvation models perform differently according to the polarity of the solvent (Figure 5).  
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Figure 5. Mean absolute deviation (MAD) against dielectric constant of solvents analyzed.  

 

Method 1 shows little variation along the dielectric constant values contrasting with Method 2 that 

shows a clear slope towards better predictions in increasingly more polar solvents. That acetone (= 20.7) and 

dimethyl sulfoxide (= 46.7) are much more polar than chloroform (= 4.8) possibly suggests better 

performance of the SMD model in non-polar solvents. Further investigation into this point is currently 

underway, which is critical to the development of improved predictive protocols for 15N chemical shifts and 

other elements.  

 

 

Conclusions 
 

Of the methods evaluated, scaled values for method 2 (CPCM-OLYP-pcSseg-2), which was adapted from a 

recent contribution, showed best overall predictions (MAD 5.3 ppm). The mean deviation represents only 2% 

of the range of chemical shifts covered in the dataset encouraging application of empirical scaling parameters 

developed for this class of compounds regardless of solvent in question. When errors were computed by 

solvent, method 1 (SMD-mPW1PW91-6-311+G(2d,p) provides significantly better results in chloroform. That 

being the case, an alternative empirical scaling could be considered as provided.  

Various are the challenges in developing a protocol resulting in scaling parameters that could cover all 

across the large distribution of 15N chemical shifts. Towards that end, the present contribution may indicate 

that there are issues regarding the solvent and, by consequence, the solvation model that needs to be 

addressed in future studies.    

 

 

Experimental Section 
 

All computations were carried out with Gaussian 09 (revision D.01) suite of quantum chemical programs.34 

Geometries were readily obtained from the literature available at the MP2/aug-cc-pVTZ level of theory 

considering solvent effects using the conductor-like polarizable model (CPCM). NMR calculations were 

computed using the gauge-including atomic orbital (GIAO) approach at the following levels of theory: SMD-

mPW1PW91/6-311+G(2d,p) and CPCM-OLYP/pcSseg-2, named as Method 1 and Method 2, respectively. As 

Jensen’s pcSeg-2 basis set is not available in Gaussian 09, parameters were obtained from the well-known 
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basis set exchange portal.35 Calculated shielding constants were converted into 15N chemical shifts using 

nitromethane as a standard reference following recommendation from IUPAC. In doing so, shielding constants 

were computed using both methods and in all solvents (acetone, chloroform and dimethyl sulfoxide). 

Chemical shifts were also computed using scaling factors generated by plotting experimental chemical shifts 

against calculated isotropic shielding values following equation 1: 

 

 (1) 

 

Scaling factors at each level of theory were then applied to compounds as in equation 2: 

 

 
(2) 
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